yields:
€ = {A(w,3)~AS;*ATCTEC - §;1CTEC) e,
+®(u,y)eg— A s — A és -

Replacing the suitable expressions in the above equation,
we finally get:

& = {A(u,y)—S;'CTEC)s, (1D
—S;tATCTEC (e + Aca) (18)

Now noting that under the considered excitation conditions,
8, and .Sy are positive definite matrices [4], one can choose:

V{ez ,€0) = €L Sz, + €5 Spep

as a Lyapunov function. Then, the time derivative of V' is
given by:

L ]
€ =

I

T {A(w, y) ~ S71CTECY Sae,
+ €88 {A(u,y) - S71CTEC ¢,

— (e2+Aeo)T {S7IATCTEC)T Seeo
— €58 {S ATETECY (ex + Aco)

» o
+ e S entel Ssen

‘} (Ez ,63)

and subsiituting the appropriate expressions, we obtain:

V(e 10) = —pi€lSuer — poch Spes — L CTECE,
—elCTECAep — L ATCTTC,
—eTATCTEC A

Since —elCTRCe, —elCTECAey —ZATCTECe,
~TATCTECAey
=—(cz+ Aeg)T CTTC (e, + Aeg) << 0, it follows that:

.
1% (Ez €8) S _Pzegswﬁz - Pe€gsaee

which finally gives:
L]
4 (Ea: )fﬂ) S _pV(EJ: )59): for a= mjn(Px,Pﬂ)
(19)
As a conclusion, e; and €y exponentially go to zero with a
rate driven by p, and so does ¢,.

Discussion onr observer (12)-{16);
First of all, in view of the form of the considered system
(10), it is clear that extending the state vector by the vector

of constant parameters #, into X := « ), the state affine

a
structure is preserved:

o Aluy) B(u,y) o(uy)
x= ( 0 0 X+{o
= F(u,y)X + G(u,y)
y=(C 0 JX=HX
Obviously if the condition (6) is satisfied for this extended
system, an observer of the form (7) can be designed for X,

(20

providing an adaptive observer for the original system.
Now our point is that observer (12)-(16) is acmally the
same as observer (7) for (20):

Proposition 2.1: The adaptive observer design (i2}-
(16) for system (10} coincides with observer (7} for system
(20) when p, = pa.

Proof. Let 5 denote the solution of Riccati equation

{8) for extended system (20), and consider a partition
S 82
ST 5,
(namely 5y is of same dimensions as A4).

Then we can show that for the corresponding initialization,

Sz, Se, A of (12)-(16) are related to S through:

corresponding to the partition in = and @ of

Sz = Sl
Sp =8 — 83575, 2n
A= —51_152

From (8) and ¢20) indeed, we first have:

S1 = ~o51 - AT(wy)S: — SiAlu,y) + CTEA2Y
S = —pS— AT(w,1)S2 - S13(u,y) 3
S5 = —pS;— 8T(w, )5 — STo(u,y) 24)

and clearly from (22), 5 satisfies the same equation (15) as
S, (for p; = p).
By using (22), (23), one can check that:

%(s;!sg) — (A(s,y) — ST CTEC)(STS5) — Blu,y)

and thus —S; 'S, satisfies the same equation (14} as T.
In the same way, durect computations show that from (22)-
(24}, we get:

485 —STSTIS) = —p(S3 - SIS )

+8T871CTBCS81 8,
namely, with A = —S7 8.}, S3 — §T87'S; satisfies the
same equation (16) as Sp (for g = p).

Finally, the gain in observer (7) is given by S"1HTX (with
H frome (209), and from matrix manipulation, one can check
that $~! takes the following form:

o1 _ ( (51— 5a8718) ¥
TN (875718, — S5 STST «
Le.
S_IHTE _ (S] - Sgsglsg‘)'_lcrz
(538,18, — 83)71S75, 1CTe
By using again some matrix manipulations, one can check
that:
(81~ 58281~ 1¢"xn (25)
87 - 528,187 5, )0 s (26)
87U - 83[87 87185 ~ 851 8T8 HYCTER)

1l
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